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Abstract — This paper presents a comprehensive review 
of existing techniques of k-means clustering algorithms 
made at various times. The k-means algorithm is aimed 
at partitioning objects or points to be analyzed into 
well-separated clusters. There are different algorithms 
for k-means clustering of objects such as traditional k-
means algorithm, standard k-means algorithm, basic k-
means algorithm, and the conventional k-means 
algorithm, this is perhaps the most widely used version 
of the k-means algorithms. These algorithms use the 
Euclidean distance as their metric and minimum 
distance rule approach by assigning each data point 
(object) to its closest centroids.  
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I. Introduction 

Data clustering is an important topic of research and it has 
its applications in various fields like statistics, data mining, 
computer science, pattern recognition, image processing, 
marketing, psychiatry, etc. (Anderberg, 1973; Broh𝑒́e and 
Helden, 2006; Everitt et al., 2011). Clustering is seen as 
purely a multivariate technique but it can also be applied to 
univariate and bivariate data. Clustering or grouping is 
done based on similarities or distances (Johnson and 
Wichern, 2002) and it is one of the best approaches of 
multivariate analysis and a common methodology for 
statistical data analysis. 
     Clustering (cluster analysis) was originated in 
anthropology by Driver and Kroeber (1932) and was 
introduced to psychology in 1938 (Zubin, 1938). Cattell 
(1949) introduced mathematical procedures for organizing 
objects based on observed similarity. It was not until Sokal 
and Sneath’s (1963) publication of Principles of Numerical 
Taxonomy; that the clustering method gained widespread 
acceptances in the sciences, and motivated worldwide 
research on clustering methods and thereby initiated the 

publication of a broad range of books such as those of 
Fisher (1968), Tryon and Bailey (1970), Jardine and 
Sibson (1971), Anderberg (1973), Hartigan (1975), Sp𝑎́th 
(1980,1985), Aldenderfer and Blashfield (1984), 
Romesburg (1984), Fukunaga (1990), Kaufman and 
Rousseeuw (1990), Berkhin (2006), Mirkin (2013), etc. 
     K-means is the most popular clustering formulation in 
which the goal is to maximize the expected similarity 
between data items and their associated cluster centroids 
(Slonim et al., 2013) 
     The purpose of this paper is to present a comprehensive 
review of existing techniques of k-means clustering 
algorithm made at various times. 

     The rest of this paper is organized as follows: 
section 2 discussed hierarchical and partitioning clustering 
methods as the main group of cluster analysis. Section 3 
discussed k-means clustering. Furthermore, section 4 
discussed related literature on k-means clustering. Finally, 
section 5 is the conclusion of the paper.. 

.  

II. Cluster Analysis 

Cluster analysis or clustering is an unsupervised 
classification mechanism where a set of data, usually 
multidimensional is classified into groups (clusters) such 
that members of one cluster are similar to one another with 
respect to some predetermined criterion (Hartigan, 1975; 
Jain and Dubes, 1988; Mirkin, 2013). 
     Cluster analysis can be divided into two main groups 
which are based on the structure of their output namely: 
hierarchical non-hierarchical (Partitioning) clustering 
methods. Hierarchical clustering also known as 
hierarchical cluster analysis is an algorithm that groups 
similar objects into groups called clusters. The clusters are 
merged (agglomerative methods) or split (divisive 
methods) step-by-step based on the similarity measure. The 
results of a hierarchical clustering method entails that 
agglomerative and divisive methods can be displayed 
graphically using a tree diagram known as dendrogram. 
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The dendrogram shows all the steps in the hierarchical 
procedure which includes the similarities or distances at 
which clusters are merged. While partitioning clustering 
methods partition the data object set into clusters where 
every pair of object clusters is either distinct or has some 
members in common. Partitioning clustering begins with a 
starting cluster partition which is iteratively improved until 
a locally optimal partition is reached (Hartigan, 1975). 

2.1    K-meaans Clustering 

K-means is an iterative procedure that partition N objects 
into K disjoint clusters. K-means is perhaps the most 
widely used clustering method, and especially the best-
known of the partitioning-based clustering methods that 
uses centroids for cluster presentation (Estivill-Castro, 
2002). The quality of k-means clustering is measured 
through the within-cluster squared error criterion 
(MacQueen, 1967; Yuan and Yang, 2019; Hastie et al., 
2001). 
     K-means algorithm is used to minimize the problem of 
k-means, and it has many variants which will be discussed 
next but to be able to use any of the k-means algorithm, the 
number of clusters present in the data need to be known; 
multiple runs or trials will be necessary to find the best 
number of clusters. There is no best k-means algorithm, as 
the tendency of generating global optimum depends on the 
characteristics of the data set, the size and also the number 
of variables in the cases. The k-means clustering methods 
have two phases of iteration namely: the assignment or 
initialization phase which involves an iterative process 
where each data point is assigned to its nearest centroid 
using Euclidean metric; the next is the centroid update 
phase, where clusters centroids are updated given the 
partition obtained by the previous phase. The iterative 
process stops when no data point change clusters or some 
maximum number of iterations is reached (Slonim et al., 
2013). 
     Forgy (1965) proposed a batch algorithm called the 
traditional k-means algorithm; the algorithm is based on 
the minimization of the average squared Euclidean 
distance between the data points and the cluster’s center 
known as centroid, where centroid is the center of a 
geometric object and it is seen as a generalization of the 
mean. The Forgy’s algorithm start by choosing the number 
of cluster k representing the cluster centers, it then assigns 
data point of the data set to the cluster having the closest 
centroid, update new centroids for each cluster by 
averaging the data points or objects belonging to the 
cluster, if there is no change in the cluster center, then the 
iteration stops.  
     Lloyd (1982) proposed the standard k-means algorithm 
which is also a batch algorithm, the difference between 

Forgy’s algorithm and Lloyd’s algorithm is that Forgy’s 
algorithm treats data distribution as continuous while 
Lloyd’s algorithm treats data distribution as discrete case.  
     MacQueen (1967) proposed the basic k-means 
algorithm which is an online algorithm, the algorithm is 
similar to Forgy’s and Lloyd’s algorithm when it comes to 
the initialization process but differs from the two 
algorithms when it comes to the update process. During the 
update of MacQueen’s algorithm, the centroids are updated 
by re-calculating the points any time there is a change in 
the centroid, and  when each points is currently assigned to 
the cluster with the nearest centroid, the process stops.  
     Hartigan and Wong (1979) proposed a conventional k-
means algorithm which is a non-Forgy (or non-Lloyd) 
heuristic that updates cluster centers considering each 
points, rather than after each pass over the entire data set. 
This algorithm searches for the partition of data space with 
locally optimal within-cluster sum of squares of errors 
(SSE); which means that it may assign a point to another 
subspace, even if it currently belongs to the subspace of the 
closest centroid. If the centroid has been updated for each 
data point included, the within-cluster sum of squares for 
each data point if included in another cluster is calculated. 
If one of the cluster sum of squares (SSE 2 in the equation 
below, for all 𝑖 ≠ 1), the point is assigned to this new 
cluster 

𝑆𝑆𝐸 2 =
𝑁௜ ∑ ฮ𝑥௜௝ − 𝑐௜ฮ

ଶ௞
௝

𝑁௜ − 1
< 𝑆𝑆𝐸 1 =

𝑁ଵ ∑ ฮ𝑥௜௝ − 𝑐௜ฮ
ଶ௞

௝

𝑁ଵ − 1
 

Where 𝑁௜ is the number of points included in cluster 𝑘, 𝑥௜௝ 
is the 𝑗𝑡ℎ point in the 𝑖𝑡ℎ 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 and 𝑐௜ is the 𝑖𝑡ℎ point in 
the cluster center. The iteration continuous until no point 
changes cluster.  
. 

IV.  Related Literature 
 
Jancey (1966) proposed a variant which is a modification 
for the Forgy’s k-means algorithm (cf. Anderberg, 1973) 
which is expected to accelerate convergence and inferior 
local minima. In this variant, the new cluster center is not 
the mean of the old and added points, but the new center is 
updated by reflecting the old center through the mean of 
the new cluster.  
     In order to avoid poor local solutions, a number of 
genetic algorithm based methods have been developed 
(Krishna and Murty, 1999; Bandyopadhyay and Maulik, 
2002). Likas et al. (2003) developed the global k-means 
clustering algorithm which is a deterministic and 
incremental global optimization method. It is also 
independent on any initial parameters and employs k-
means procedure as a local search procedure, since the 
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exhaustive global k-means method is computationally 
expensive. 
     Faber (1994) proposed a variant of the Lloyd’s k-means 
algorithm called the continuous k-means algorithm. The 
reference points in the continuous k-means algorithm are 
chosen as a random sample from the whole population of 
the data point while in the standard k-means algorithm, the 
initial reference points are chosen more or less arbitrarily. 
During the update process, the continuous k-means 
algorithm examines only a random sample of the data 
points while the standard k-means algorithm examines all 
of the data set in sequence. If the data set is very large and 
the sample is a representative of the data set, then the 
continuous k-means algorithm should converge much 
faster than the algorithm that examines every point in 
sequence. 
     Kanungo et al. (2002) presented a simple and efficient 
implementation of Lloyd’s k-means clustering algorithm 
which they called the filtering algorithm. The filtering 
algorithm is easy to implement which requires a kd-tree 
(cf. Bentley, 1975) as the only major data structure. A kd-
tree is a binary tree, which represents a hierarchical sub-
division of the point set’s bounding box using axis aligned 
splitting hyperplanes. Each node of the kd-tree is 
associated with a closed box, called a cell. The root’s cell 
is the bounding box of the point set. If the cell contains at 
most one point (or, more generally, fewer than some small 
constant), then it is declared to be a leaf. Otherwise, the 
root’s cell is splitting into two hyper-rectangles by an axis 
orthogonal hyperplane. The points of the cell are then 
partitioned to one side or the other of this hyperplane. The 
resulting sub-cells are the children of the original cell, thus 
leading to a binary tree structure. 
     Bagirov and Mardaneh (2006) proposed a new variant 
of the global k-means algorithm which is known as the 
modified global k-means (MGKM) algorithm because it is 
said to be effective for solving clustering problems in gene 
expression data sets. In their algorithm, a starting point for 
the kth cluster center is computed by minimizing the so-
called auxiliary cluster function. The effectiveness of this 
algorithm highly depends on its starting point. The 
algorithm computes clusters incrementally and to compute 
k-partition of a data set, it uses k − 1 cluster centers. 
     Nazeer and Sebastpan (2009) discussed in their paper 
about one major drawback of k-means algorithm, they 
proposed an enhanced method that deals with improving 
the accuracy and efficiency of k-means algorithm. Both the 
phases of the original k-means algorithm were modified. 
The initial centroids are determined systematically so as to 
produce clusters with better accuracy in the first phase. The 
second phase makes use of a variant of the clustering 
method discussed in Fahim et al. (2006). It starts by 
forming the initial clusters based on the relative distance of 

each data point from the initial centroids. These clusters 
are subsequently fine-tuned by using a heuristic approach 
there by improving the efficiency. 
    Huang et al. (2005) proposed a k-means type clustering 
algorithm that can automatically calculate variable weights 
and it is referred to as weighted-k-means (W-K-Means). 
The weighted-k-means adds a new step to the basic k-
means algorithm to iteratively update the variable weights 
based on the current partition of the data and also a 
formula for weights calculation was proposed as well. The 
variable weights produced by the proposed weighted-k-
means algorithm measured the importance of variables in 
clustering and can be used in variable selection in data 
mining applications where large and complex real data are 
often involved. 
     Amorim (2012) proposed the constrained Minkowski 
Weighted K-Means algorithm which calculates cluster 
specific feature weights that can be interpreted as features 
rescaling factors. Naturally, the Minkowski weighted k-
means (MWK-Means) algorithm requires a Minkowski 
exponent, p, which can be approximated via semi-
supervised learning (Amorim and Mirkin, 2012). Weight 
w୩୵ was introduced, which depends on both cluster k, and 
feature v, allowing a given feature v, to have different 
weights at different cluster k; also, the use of the 
Minkowski distance to the power of p was introduced, 
analogous to the Euclidean squared distance d୮(y୧, c୩) =

∑ W୩୵
୮ |y୧୴ −୚

୴ୀଵ

c୩୵|୮                                                                                               
where v represents the features and p is the Minkowski 
exponent, w୩୴

୮  is the weight variable to take into account 
the Minkowski exponent p. Wagstaff et al. (2001) 
introduced constrained clustering k-means which makes 
use of limited amount of background knowledge by 
applying pairwise must-link and cannot-link rules to 
entities and likewise is the Minkowski weighted k-means. 
. 

V.  Conclusion 
 
In this paper, we have reviewed existing techniques in k-
means clustering. This work shows that there are several 
variants of k-means clustering algorithms from sixties to 
recent times which have addressed some drawback of k-
means algorithms. 
     In the future, we will look at the computational time 
complexity of some of the variants of k-means clustering 
algorithms and its analysis in terms of relative accuracy 
and efficiency. 
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